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Indirect methods
(Iterative methods) 

 The Jacobi Method

Solving Linear Systems

 Gauss-Seidel Method



• Direct methods are much more suitable for solving small and
medium-sized linear systems (in terms of number of equations and
unknowns), their great advantage is that they give an exact solution
(with or without rounding error) in a fast and direct way.

• Iterative methods aim to compute a sequence of solutions
converging to the exact (final) solution. This type of method is very
suitable for large systems even with a lot of floating point
calculations.

Introduction



Jacobi Iteration Method
This method makes two assumptions: (1) that the system

Has a unique solution and (2) that the coefficient matrix A has no zeros on its main diagonal.

If any of the diagonal entries are zero, then rows or columns must be
interchanged to obtain a coefficient matrix that has all nonzero entries on the main diagonal.

To begin the Jacobi method, solve the first equation for the second equation for

and so on, as follows



Jacobi Iteration Method
Example: Use the Jacobi method to approximate the solution of the following system of

linear equations.





• Stopping test:

The recurrent calculation of this sequence must be repeated until:

- A given number of iterations k,

- or:                                with 

• Conditions for convergence:

The calculated sequence is convergent if this condition is satisfied:

- (diagonally dominant matrix)



Jacobi Algorithm

• X(0)  given starting solution.



The Gauss-Seidel Method

• You will now look at a modification of the Jacobi method called the Gauss-Seidel method.

This modification is no more difficult to use than the Jacobi method, and it often requires

fewer iterations to produce the same degree of accuracy.

With the Jacobi method, the values of obtained in the nth approximation remain

unchanged until the entire (n+1)th approximation has been calculated. On the other hand, with

the Gauss-Seidel method you use the new values of each as soon as they are known. That is,

once you have determined from the first equation, its value is then mused in the second

equation to obtain the new Similarly, the new and are used in the third equation to obtain

the new and so on. This procedure is demonstrated in Example below.



The Gauss-Seidel Method
Example: Use the Gauss-Seidel iteration method to approximate the solution of

the following system of linear equations.



Gauss-Seidel Algorithm

• X(0)  given starting solution.


